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COGNITIVE SYSTEM AND COMPUTER ANALOGY

When you look attentively at the structure and activity of modern computers, at first glance it
resembles the human organism. Each of them is literally programmed to execute special commands.
This similarity can be observed more in the human cognitive system. It is known from the conducted
research that the cognitive system belonging to each healthy person is organized from modules with
different executive properties. Each module is independent in its field of activity. But here, inter-module
communication is considered particularly important. Complex human behavior is considered possible
precisely because of these connections. Language that reflects in a certain sense the signs of thought is
considered the most effective tool in this direction. In this regard, scientists trying to define the human
cognitive system through language have come together in the framework of cognitive linguistics.
Collaboration between language and thought modules is the most obvious indicator of inter-module
communication. And in what situation these connections are realized, despite numerous studies, they
are still considered dark for humanity. Language is algorithmically considered an innate competence
with unique abilities that perform processes. Khomsky was a big push to expand these studies. The
concept of universal grammar, organized from six systems put forward by the scientist on the basis
of the N. Khomsky tradition in his research, aroused particular interest in the framework of modular
research. A scientist named Fodor introduced a popular modular concept to cognitive architecture.
The modularity principle, which has become part of the terminology of cognitive linguistics, is one
of the main elements of the brain'’s infrastructure. Here, each pre-programmed subsystem shapes
human behavior in interaction with other subsystems. In this model, which resembles the computer
system of J. Fodor, the process of language perception and understanding is perceived as a modular
process, and the end result is perceived as a central processor. In this infrastructure, thinking is also
based on algorithmic rules according to its subsystem. Supporting the connection between the theory
of consciousness and evolution, unlike J. Fodor, S. Pinker considers the work of consciousness as
a real computer system. In this regard, the article compares the opinions of scientists who approach
the modular theory of the brain with various aspects, and draws interesting ideas to the analysis.
Although the claims put forward by various researchers sometimes do not reach theoretical evidence,
in a certain sense they cause a number of interesting studies.

Key words: cognitive system, memory, universal grammar, brain modularity, neuron, mental
dictionary, mental grammar, left and the right hemispheres.

Introduction. Along with “modular” linguistics,
which has recently been considered one of the topics
chosen for its relevance, these are problems of interest
to other Sciences. To investigate activities related
to a modular system, it is necessary to consider
acomputer system that existed before cognitive theory.
As you know, before 1980, the theory of cognition
was originally described on a computer figuratively.
This was formed as computing devices adapted to
the human-computer analogy. The operating system
written to the computer’s memory is previously
placed on the computer’s hard disk as a batch program
and plays an active role in the implementation
of each work done in the future. During the great
computer revolution, computing devices created
using the Turing machine scheme in 1947 were called
von Neumann computers in honor of the American-

Hungarian mathematician and logician John von
Neumann. After a certain period of time, conditions
were created for development of several processor
computers working simultaneously to increase
the speed of information processing and obtain more
accurate results. This type of computer was named
“non von-Neuman”. The main problem in their work
was the creation of connections between individual
microprocessors. The development of computer
generations in this direction has aroused particular
interest in the study of the human brain in this
ampoule. As a result, a number of interesting research
papers appeared.

Discussion. The center of the human cognitive
system consists of a processor and modules, such
as in electronic computers. Each module has
an autonomous area, such as in computer operations,
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within the information contained in it, and
performs special functions. For the first time,
the American neuroinformatic David Marr introduced
the term “module” in science to use the description
of psychological processes. [20, p. 483-524] D. Marr
presented “The principle of modular organization”
as parts that do not depend on each other, but
serve a common task. Thus, interesting research
on improving computer activity, which resembles
the mechanism of the brain, gave an impetus to
the study of moments related to cognition. “Cognitive
linguistics studies the complex relationship between
language and thinking” [10]. From this point of view,
issues such as the development of a computer
model in accordance with human intelligence,
the architecture of information storage in human
memory, and universal problem solving have led to
a number of cognitive transformations. N.Khomsky’s
views, which has its own place in this scientific turn
on both maternal ability and “domain-specific” were
further actualized in his research in this area [4].
From the central figures of generative linguistics,
N. Khomsky and his followers claim that a person has
innate symbolic rules, unique abilities that perform
processes algorithmically, and these excellent skills
are the functional base that serves to perform various
modules. According to the statements of generativists-
followers of this sect, the existence of a “spoken
organ” arises on the basis of symbolic rules, thanks to
language algorithms for the formation of ontogenesis
[21, p. 707—784]. The partners who put forward such
a mechanism do not accept the emergence of another
form of the language. For example, N. Khomsky called
this mechanism a “grammatical explosion” resulting
from macromutation, while S. Pinker considers it
as a result of natural selection of small mutations.
In psychology, neobehaviorists and connexionists in
linguistics consider this mechanism as a language
teaching procedure based on the work of assosiative
memory [18]. Analyzing any approach to language
and its existence, it is impossible to deny its close
cooperation with memory. Memory in each direction
plays a fundamental role in the types of behaviors
associated with the brain, and is a research center
that has not yet found a solution with its complex
structure. It also has different types and different
functions. For example, A. Baddeley proposed
the concept of “working memory”. According to
the researcher, “short-term memory is not the only
type of temporary memory. It is designed to store
information that is not too large for a few seconds
before it goes into long-term memory... the capacity
and function of working memory is wider than
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short-term memory, and actually provides the current
activity and intelligence of a person” [14; 36].

“Working memory” is generally regulated by
the operation of associative memory. According to
the generativists, associative memory is an associative
approach to linguistic reality and the neural network,
perceived as a form of language ability that has
changed over time. E.Tulving explains associative
memory in different ways. In his opinion, long-
term memory is organized in two different types,
such as semantic and episodic memory. “Purposeful
storage of information is associated with the work
of semantic memory... and episodic memory stores
the information received during the event, establishing
connections between them. (for example, meeting
someone for the first time). It provides a memory
of events, people, and land that we encounter in
the past. Episodic memory focuses on the individual
and their feelings” [14, p. 36].

On the one hand, memory activity, on the other
hand, cognitive structures are the main definitions that
determine the structure of language. And language,
which performs a number of important functions
within society, is itself regulated in accordance with
this mechanism. According to the results of research
on brain functions that determine the activity
of neurons in the process of intellectual activity,
this activity involves not the entire brain, but only
some areas responsible for language procedures. But
how does this mechanism behave? If language is
innate and has a specific area defined for language,
is this area neurophysiologically isolated from other
cognitive functions during behavior? Such questions
have become the central point of research in research
work based on the modularity principle.

Indeed, its modular concept, like the brain
mechanism, is also a unique system created perfectly.
In this system, special attention is paid to modules
with a Preface, language, and thinking, as well as
the interaction between them. This concept, which
we begin to understand in detail, can reveal a number
of points related to the negotiation activity. In this
regard, the study of the brain mechanism is considered
relevant research for linguistics and in particular
neurodegeneration, psychedelics. With special
ideas in this area, N. Khomsky considers universal
grammar to be a genetic program consisting of six
pre-programmed systems for human language. And
subsystems show themselves here as a set of modules.
The genetic program begins to form so that each
person gets into the womb of the mother, inherent
in the DNA. In accordance with this innate principle
“.. some aspects of our knowledge and understanding
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are innate, according to genetic traits, although
other elements of our nature are not wings, like
the development of arms and legs, they are also
considered part of biological genes” [15, p. 134].
So, in short, if we didn’t have another innate structure,
we wouldn’t have language abilities. N. Khomsky,
based on these biological genes and the general
structure of people’s identity, similar to the rules
of mental activity, put forward another interesting idea
that shocks the world. According to this statement,
there is a common grammatical structure for all
languages of the world. He called the term “universal
grammar” a general “system of principles and rules”
that forms the basis or features of all human languages.
“The system of principles and rules inherent in all
languages is formed not logically, but biologically”
[15, p. 141]. Innate, this system that exists in every
person is irreplaceable for all people. Biologically,
this set of rules is determined when learning any
new language. But being a supporter of mentalism,
N. Khomsky did not pay much attention to his
reasoning.

Later, in 1983, a continuer of Khomsky, J.Fodor,
a prominent American linguist and philosopher,
followed the way of Khomsky, but was guided by
Descartes ‘ ideas in his book “Modularity of the Brain™:
“The idea of the Descartes doctrine is with us again,
and this theory is a theory about the structuring
of thought within “organs™[17; 3]. J.Fodor introduced
a new approach to cognitive architecture and called
it a modular concept [17]. Module is one of the main
definitions of cognitivism. Most of the modules that
Khomsky calls subsystems make up the complete
infrastructure of the brain. Each simple, pre-
programmed subsystem manages human behavior
by entering into conflicting relationships. With these
ideas, he laid the Foundation for a computer model
of the brain that resembles a computer system in
the mechanism of functioning, the process of persepsy
and understanding of language refers to a modular
process, and the end result-to the Central processor.
According to the Fodor principle, thought processes
function thanks to strictly organized algorithms. In
the work of N. Khomsky, there are also ideas about
this. But the approaches of J. Fodor and S. Pinker
that he demonstrates in this area attract particular
attention with their different positions. J. Fodor,
contrary to the description of cognitive scientists,
characterizes the theory of modularity as 3-division.
For this reason, the human sense organs consist
of receptors that respond to external stimuli. The
information received from there is created in the form
of neural codes. These codes are then transmitted

and processed through the access module system.
The result of processing is transmitted to the Central
processor of the high cognitive process at the last
moment. More specifically, it is triple the membership
was organized by combining three independent from
each other modules:

— access system- an area connected to our senses;

— transmitters- a representative system that
converts our senses into the necessary codes;

— the Central nervous system - is the main space
where mental actions take place.

Because of this membership, there is not
much difference between perceptual processes
and Central cognitive processes. Sensors (receivers)
act as an interface between symbolic processes
and the world. It is located on the border of the world
and consciousness. The input pulse of the sensor is
physical energy, and the output pulse is symbols.
The access system or modules are specialized in
specific areas. For example, although there is no
separate unified system for vision, a separate system
is available for customization color, shape, human
face, etc. J. Fodor believes that each receiving
mechanism is aimed at a specific type of stimulus.
If it is directed to perform any task, then this work
will be performed. Like the special algorithms
of a computer program, the mechanism was created
only for predefined operation. According to J. Fodor,
input systems differ by specialty and are innate,
whether they are autonomous or connected to a local,
private, and structured neural system. According to
the scientist, the human cognitive system is organized
from a Central processor and modules. Each module
is independent and runs in the information space it
belongs to. They don’t take into account information
related to other modules when eating instead of tasks.
That is, they do not use the information contained in
the Central processing units, and the Central processing
units have limited access to mental representation.
In this respect, modular processors differ from
Central processing units. If modular processors have
an encapsulation system, then Central processors, on
the contrary, are connected to the entire information
system. Central processing units work exclusively
for General information processing. For example,
we can close our eyes and guess what an item is
that has been delivered to us. This is determined by
the visual module of our Central processor. Even
with a limited amount of information transmitted,
we can achieve certain results based on our closed
eyelids, from our common world meeting. Fodor
calls it, the phenomenon is isotropic. Here persepsi
pre-adapted to the shared reality of the world.
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According to J.Fodor’s notes, all this activity is based
on the language of thought. The language of thought
is a unique metaphor. It cannot be identified in either
natural or artificial language. In terms of the elements
and units that it owns, it differs from regular language
elements. According to L. S. Vygotsky, “the very
movement of thought activity from thought to word
is development. Opinion is not expressed in words, it
is supplemented by words.” [5, p. 469] This language
is the founder of every process in consciousness. The
transformation and interpretation that takes place
on the basis of Triple membership is carried out
through this language of thought. The input system
uses some physical energy, which is converted into
a stack of characters, entering the central processor.
Words heard by a human, heat is transferred from
the linguistic expressions in a language of thought,
language elements of the rethinking translated
into a language known to man after the occurrence
of' a mechanism of mutual exchange.

Considering the activity of consciousness as
the interaction of three Autonomous modules,
J. Fodor supports the idea that each of them is based
on the theory of the evolution of consciousness.
Therefore, consciousness is a system in which
the mystery has not yet been solved. These views
of J. Fodor drew criticism from neo-Darwinist
S. Pinker. Unlike J. Fodor, according to S. Pinker,
language is not an element of culture at all, it is
perceived as one of the biological elements in
the construction of our brain [9, p. 67—69]. S. Pinker
perceives the work of consciousness as a real
computer system. (i.e., similar to a computer). The
processor here also has a bunch of normal reflexes,
which allows you to carry out smart activities in
the brain. S. Pinker explains this with an interesting
example: all humans are mortal. Socrates is a human.
As a result, Socrates is also mortal. In his opinion,
there are probably three groups of neurons in
the brain. Each neural in group I means a person in
general. Neurons located in group Il are responsible
for the logical compatibility of the expression. And
group III neurons represent class concepts. As a result
of the interaction of these groups, a person comes to
a final opinion. According to S. Pinker, this principle
is very simple in terms of structure: that is, a mental
dictionary+mental grammar. And he explains mental
grammar as grammatical genes, elements “formed as
a result of DNA, in certain parts of the brain, which
encode and transcribe proteins for a certain time”
[9, p. 306].

One of the researchers who definitely do not
accept J. Fodor’s modular theory is M. Cole.
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According to M. Coula, the information is first
received by the modular system, then filtered in
the cultural model Assembly and processed in
the central processor. Here, “cultural connections”
combine modules and synthesize contexts that suit
them. At the last moment, the central processor
receives culturally processed information [6, p. 226].
According to M. Cole, the parent module system is
programmed for cultural processing of information.
In addition to the theory given by J. Fodor, M. Cole
highlights the cultural context. Each information
entering the input system is filtered and processed by
the person’s cultural context filter, and then inserted
into the central processor. In Fodor’s theory, which
has gained popularity in both cognitive linguistics
and psychology, the cultural context was not
kept in the background. As J. Fodor pointed out,
the transmitted information center is censored by
the processor and, in turn, is conditioned by culture.
And information placed in the cultural model and not
recognized does not reach our consciousness, even
if it is perceived in our senses. Analyzing the views
of J. Fodor, it becomes clear that every transmitted
information is censored in our psyche. In accordance
with this, J. Fodor puts forward a very interesting
principle of “divide and control”: “first study
the characteristics of all abilities, and then determine
their interaction” [17; 1]. In accordance with this
principle, a lot of incoming information is divided
into separate fragments, that is, distributed among
modules, but even if they are sent for execution,
some modules are reduced due to the cultural context.
The rest of the information adapts to our cultural
knowledge of the world.

Exploring the principle of modularity at the
beginning of the XXI century, L. N. Churilin gives
aspecial characteristic to modules, trying to determine
the blocks corresponding to conversational activity.
In his opinion, each module is specific and has some
features:

— Due to the independence of modules -
the inter-module information exchange is weaker than
the internal information exchange;

— Module specification-each module has its own
unique functional principle;

— Localization of modules-each module is
associated with a specific localization;

— The innate principle of modules-each module
has genetic tasks;

— Universality of modules-modules determine
the level of syntactic and semantic representation
based on this feature [13]. All these modular features
are associated with lateralization of the cerebral
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hemispheres. Thanks to this lateralization, the division
between the right and left hemispheres of the brain
associated with the performance of mental functions
is first determined, and then the principles of modular
specificity and localization are formed. The
formation of functions in every normal person occurs
at the age of 14—16 years. The difference in dominant
and subdominant functions between the hemispheres
up to 12 years remains unnoticed. For this reason,
at this age, children do not have a speech defect when
the left hemisphere is damaged. A lateralization event
in the brain creates an asymmetric functional system
between the hemispheres [19].

Interest in brain lateralization has been noticeable
since the 1860s. At that time, Paul Brock drew public
attention to the facts that he identified with an autopsy
after the death of a patient suffering from a speech
disorder. Based on these facts, the patient had injuries
in the left hemisphere in a different lobe. According
to Dr. Brock’s findings, speech-related lateralization
is located in a distinct part of the left hemisphere. The
mechanism of lateralization can also be observed in
various types of human behavior in the processes
of everyday communication. For example, when
calling at the door, people approaching left or right
eye to the door point, the person writing right or left
hand, people turning up legs at each other in a sitting
position, the person performing applause, punch one
hand on the other hand that is the dominant’s hand,
etc. If you think carefully, you can increase this list
and identify points that even in our own actions have
lateralization. According to the innate lateralization
mechanism, which traditionally resembles the letter
X, the side that makes up the activity is controlled
by the hemisphere located in the opposite direction
from it. Due to the lateralization mechanism, both
hemispheres of the brain have different functions.
This difference has been further proven in studies
of people with brain damage. For example,
the research conducted by the outstanding scientist
A.R. Luria is of particular interest. In his book
“Traumatic aphasia” (1947), the great scientist
describes various aspects associated with speech
disorders. During the great Patriotic War, he was
engaged in the treatment of people who received
brain injuries. One of the images he got from his
research was the so-called “Telegraph style”. This
part of the book reflects the speech of a patient
trying to transfer the content of the film: Onecca!

Kymnk! Tyma... Yuutees...Mope... Ox! Mu-iu-
nu-o-Hep... Ox! 3mar! Kacca! Ilamupocsr! This
patient’s speech is organized from infinitive

sentences consisting of a single word. As a rule,

the patient pronounced nouns in the nominative
case, and verbs in the infinitive form. Sometimes
he also used past phrases that became a whole
association. The patient who could not process parts
of these words separately, fully retained the general
word base. Another patient had a broken vocabulary,
and the grammatical sequence was in a normal
state. Unlike them, the other patient could not name
the letters, although he could pronounce the words
without difficulty.

Conclusions. Thanks to such research, the multi-
functional base of the brain is literally lay in front
of the eyes. The boundary of the modules is inside
micro-periodic vessels, which provides a modular
metabolic functions of neurons. According to
the proven lateralization principle, the structural
basis of each module is local connections. According
to the research, the module is a multifunctional
unit that receives impulses in different parts
of the brain, providing ample opportunities for
a fine balance of neurons located close to each
other in interaction. For example, let’s consider
a speech mechanism that differs in its activity from
other behavioral lateralizations. It is known that
the statistics of people who write with the right hand
in the world are more than the number of people who
write with the left hand. The life activity of people
of both types differs from each other in a certain
way. The cause of this difference is considered
to be the activity of the Cerebral Hemispheres.
X mechanism basically controls the conversation
apparatus of people who write with their right hand
to the left hemisphere, and the left hemisphere is
taken as the main part, but can not interfere with
the lateralization of the right hemisphere. Thanks to
the activity of the right hand, the left hemisphere,
which is constantly active, forms a person’s life in
the direction of its functions. The activity of very rare
left-handed people is associated with the functional
course of the right hemisphere. The creative activity
of such people is also associated with the activity
of the right hemisphere. “Both in a dream and during
the time when our brain is engaged in a completely
different work are the consequences of the rudeness
of the right hemisphere, which makes us plans for
the future” [12]. There are a large number of obscure
remaining issues in Fodor’s central processor-related
theory. The claims put forward by the scientist
sometimes create the impression of assumptions
that are not theoretically evidence. However, this is
one of the issues that many researchers have been
interested in lately, and the points revealed in each
study may be useful for solving problematic issues.

23



Bueni 3anucku THY imeni B. 1. Bepnancbkoro. Cepis: ®@inonoris. Conianbni komyHikauii

References:
[.Haqq1 Thsanoglu. Beynimizin sirlori. Baki, 2008.
Mammadov A., Mommadov M. Diskurs tahlilinin kognitiv perspektivlari. Casioglu, 2010.
Veysalli F. Koqnitiv dil¢ilik. Baki, Miitercim, 2016.
bopuc M. Benmndosckuit. OcHOBHI 1cuxoiioruu mo3uanus. Tom 1. 2006.
Beirorckuit JI.C. Icuxomnorus. 2000.
Koyn M. KynsrypHOoucTtopudeckas ncuxonorus. Mocksa, 1997.
Kamuanuenxo C.I., MoraBkun A.I. BBenenue B Heliporenetuky. Mocksa, 2000.
Jlypus A.P. TpaBmatuueckas adasust. Mocksa : M3a. Akaa. men. Hayk CCCP. 1947.
Iuakep C. A3pik kak mHCTHHKTM / TIep. ¢ aHT. E.B. Kafinanosoii. Mockga, 2004.

10. INTonosa 3./1., Crepaun U.A. KoruutusHas nuHreuctuka. Mocksa, 2007.

11. IIpubpam K. S3p1km Mmo3ra. Mocksa : Uza. «IIporpecey, 1975.

12. Ceprees b.®. Ym xopormo... MockBa : «Momnonas reapaus», 1984.

13. Yypunuaa JI.H. AkryaneHble mpoOnembl coBpeMeHHON nuHrBHCTHKH : ydue0. [locobme. Mockaa :
Hayxka, 2011.

14. ®ponosa, Y0.I. Knuandeckas nelfiponcuxonorus. Musck : BI'Y, 2016.

15. SA3pik m mpoOieMbl 3HaHUA. Becmuux Mockosckoeo yuusepcumema. Cepus 9. @uaonocus. 1995.
Ne 4. C. 130-157.

16. Dic.academic.ru.

17. Fodor J. The modularity of Mind. Cambridge, MA. 1983.

18. Langacker R. Foundations of Cognitiv Grammar. Vol. 1 : Theoretical Prezequisites. Stanford University
Press, 1987.

19. Levy J., Trevarthen C. Metacontrol of hemispheric function in human split-brain patients. J Exp Psvchol
(HP&P) 2:299-312 Reeves AG, Roberts DW, eds. (1995): Epilepsy and the Corpus Callosum 2. New York :
Plenum.

20. Marr D. Early processing of visual information. Philosophical Tranzaktionz of the Royal Society of London
275. P. 483-524.

21. Pinker S. and Bloom P. Natural language and Brain Sciences, Cambridge MA: 2002.

WX WD —

I'apxnesa M. KOTHITUBHA CUCTEMA TA KOMI’FOTEPHA AHAJIOT'TA

Konu 6u ysasicno ousumecov na cmpykmypy ma OisIbHICIb CYYACHUX KOMN 10mepis, Ha nepuiuti no2iao ye
Hazaodye nto0cvkull opearizm. Koocen i3 HUX 6YK8aIbHO 3aNpOPAMOBAHUL HA BUKOHAHHA CNEYiaIbHUX KOMAHO.
L0 nodibuicms moxcna cnocmepicamu Oinbule 8 KOCHIMUGHIN cucmemi 100unu. 13 npogedenux 00caiodiceHb
8I00MO, U0 KOSHIMUBHA CUCTIEMA, U0 HATIEHCUNb KOJCHIT 300PO8ill TIOOUHI, OP2AHI308AHA 3 MOOYTIE 3 PIZHUMU
suxonaguumu eracmusocmanmu. Koowen moodynb mesanesicnuti 3a ceo€io cghepoio disivnocmi. Ane mym
MIDICMOOYTIbHE CRINKYBAHHA 86aHCACMbCs 0coOnuso eaxcaueum. CKIaOHaA No8ediHKa JIOOUHU BBAINCAEMbCS
MOXCIUBOIO came 3a80aKU YuM 38 ‘sa3kam. Mosa, ujo 6i0obpadicae  ne6HOMY CeHCi 03HAKU OYMKU, 88ANCAEMbCS
HatleeKMuHiWUM IHCIMPYMEHMOM Y YbOMY HANPAMKY. YV 36 513Ky 13 yum 64eHi, AKi HAMA2AIOMbCSL BUSHAYUNU
KOSHIMUGHY cucmemy MOOUHU 3d OONOMO2010 MOSU, 00 E€OHANUCA 8 DAMKAX KOSHIMUGBHOI NIHe8ICMUKU.
Cnisnpays migic MOBHUMU MA MUCTUMETLHUMU MOOVISAMU € HAUOINbUL 04eBUOHUM NOKAZHUKOM MINCMOOYIbHO2O
cninkysanns. I 6 saxiu cumyayii peanizytomocs yi 36 83KU, HE38ANCAIOUU HA YUCLEHH] OOCTIONCEHHS, OHU 8Ce
uje 88adCaombCa meMHuUMU 0 1odcmea. Mosa aneopummiuHo 88axcaEmMbCs 8POO0NHCEHOI0 KOMNEMEHMHICII0
3 YHIKAIbHUMU 3010HOCTAMU, WO BUKOHYIOMb Npoyecu. XoMCoKutli OY8 GeluKUM NOUTMOBXOM 00 POUUPEHHS
yux 0ocnioxcens. Konyenyisa yHieepcanbHoi epamamuri, opeasizo8anad 3 Wecmu CUCTHeM, GUCYHYMUX 84eHUM
Ha ocHoei mpaouyii H. Xomcvro2o y c80ix 00CHiodiceH X, GUKAUKALA 0CODIUBUIL THMEPeC 8 PAMKAX MOOYIbHUX
docaiodcenn. Buenuii ma im’s Dodop 68i6 y KOSHIMUGHY apXimexmypy NONYIAApHY MOOYIbHY KOHYenyiro.
Ipunyun modynvrnocmi, AKUU CMA8 YACMUHOIO MEPMIHONO02IT KOHIMUBHOI NiH2B8ICMUKU, € OOHUM 3 OCHOBHUX
enemenmia ingpacmpyxmypu mo3xy. Tym Kooicna 3anpozpamosana niocucmema Qopmye nosediHKy ToOuHu
V 63aeM00ii 3 iHwumu niocucmemamu. Y yiti mooeni, axa Hazadye komn 'romepHy cucmemy /oc. @odopa,
npoyec CHPULHAMMSA Ma pO3YMIHHA MOBU CUPUUMAEMbCA AK MOOYIbHUL NPOYeC, a KIHYe8Ull pe3ynbmam — ;K
yeHmpaneHull npoyecop. Y yiil inghpacmpyxkmypi MUcieHHs maxkodic 6a3yemovcs Ha ANCOPUMMIYHUX NPABUILAX
8i0n06i0H0 00 ceoci niocucmemu. Iliompumyrouu 36 130K Midic meopicto c8i00OMOCMI Ma e8ONI0YICIO, HA GIOMIHY
610 Joc. @ooopa, C. Ilinkep pozensidae pobomy c8i0OMOCMI K pednbHy KOMN tomepHy cucmemy. Y 36 513Ky
i3 yum y cmammi NOPIGHIOIOMbCA OYMKU B84EeHUX, AKI NiOX00smb 00 MOOYIbHOI Meopii MO3KY, 3 pIZHUMU
acnekmamu ma 3any¥amscs 00 ananizy yikasi ioei. Xoua meeposicentst, UCYHYMI PI3HUMU OOCTIOHUKAMU,
4acoM He 00CA2anmb MeopemuUsHUX 00KA3I8, Y Ne6HOMY CEHCI B0OHU GUKIUKAIOMb PAO YIKABUX OOCHIONHCEHD.

Knwouoei cnosa: koenimuena cucmema, nam amo, yYHi6epCcaibHa epamMamuKa, MoOYIbHICIb MO3KY, HEUPOH,
MEHMANLHUL CTIOBHUK, MEHMATbHA 2PAMAmUKa, 1iea ma npaea nieKyJi.
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